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Abstract—Fuzzy logic systems have been extensively applied for solving many real world application problems because they are found to be universal approximators and many methods, particularly, gradient descent (GD) methods have been widely adopted for the optimization of fuzzy membership functions. Despite its popularity, GD still suffers some drawbacks in terms of its slow learning and convergence. In this study, the use of decoupled extended Kalman filter (DEKF) to optimize the parameters of an interval type-2 intuitionistic fuzzy logic system of Tagagi-Sugeno-Kang (IT2IFLS-TSK) fuzzy inference is proposed and results compared with IT2IFLS gradient descent learning. The resulting systems are evaluated on a real world dataset from Australia’s electricity market. The IT2IFLS-DEKF is also compared with its type-1 variant and interval type-2 fuzzy logic system (IT2FLS). Analysis of results reveal performance superiority of IT2IFLS trained with DEKF (IT2IFLS-DEKF) over IT2IFLS trained with gradient descent (IT2IFLS-GD). The proposed IT2IFLS-DEKF also outperforms its type-1 variant and IT2FLS on the same learning platform.

I. INTRODUCTION

Recent studies have shown that the application of artificial intelligence (AI) based models in prediction and forecasting provides superior performance in terms of prediction accuracy and generalisation ability compared to traditional modeling techniques [1]. Among the AI approaches, the fusion of fuzzy logic (FL) and artificial neural network (ANN) have been widely adopted especially in the area of prediction and forecasting, system identification, control and pattern recognition [2]–[5]. The two approaches - FL and ANN are known to be universal approximators [6], [7] that can identify and approximate any nonlinear system to any arbitrary degree of accuracy. The integration of FL and ANN merges the advantages of both approaches in a synergistic manner in terms of the generalisation and learning capability of ANN and the ability of the FL system to simultaneously and effectively handle uncertainties and imprecise information; and to approximately reason with these information.

The concept of a fuzzy set (FS) - a type-1 fuzzy set - was introduced by Zadeh [8] as a generalisation of the classical sets. Due to the precise nature of the membership function of FS and its inability to handle many forms of uncertainties, Zadeh [9] introduced a higher order fuzzy set, known as the type-2 fuzzy set (T2FS), as a generalisation of ordinary type-1 FS with membership functions that are themselves fuzzy. The introduction of T2FS turns out to be a promising alternative for handling uncertainties in many applications than its type-1 counterpart [10], whose membership functions are completely certain. In classical fuzzy logic it is often the case that the degree of non-belonging of an element to a set is complementary to the degree of belonging. Thus, the membership and non-membership function of an element to a set is modeled by a single index (the membership function) value such that their sum is equal to 1. Atanassov [11] in 1986 introduced the concept of an intuitionistic fuzzy set, where the membership and non-membership function values of an element to a set lie between 0 and 1 inclusive.

Many methods have been used to optimise the parameters of fuzzy logic systems such as gradient descent (GD), simulated annealing (SA), genetic algorithm (GA), least squares method (LS) and more. Among these methods, GD, (a widely used method for neural network training) [12] are often used to tune the parameters of fuzzy systems [2], [13]–[17]. Despite the extensive use of the GD method for fuzzy systems’ parameter tuning, it still suffers some drawbacks. Gradient descent being a first order derivative-based method has the disadvantage of slow convergence and may be ineffective at finding good solutions [18]. In this study we investigate the learning of interval type-2 intuitionistic fuzzy logic system of Takagi-Sugeno-Kang (IT2IFLS-TSK) fuzzy inferencing using the extended Kalman filter (EKF). However, using the standard EKF is computationally intensive because of the high dimensionality of the parameters. In order to reduce the computational burden, a simplified version of the EKF called the decoupled extended Kalman filter (DEKF) proposed in [18], [19] is used as suggested in [16] and being a second order derivative-based method, convergence is expected to be faster [16], [20]. The assumption for DEKF is that the intra-correlation among parameters of the model is high while the inter-correlation is low [20]. Hence, by decoupling the parameters and ignoring these inter-correlation [20], parameter interactions are made to occur only at the second-order level [21]. Thus, instead of
having one large vector of parameters, smaller groups (vectors) of parameters are utilised with small interactions between groups, thereby increasing the computational efficiency of the DEKF.

The DEKF has been used to train recurrent neural networks [18] and radial basis neural networks [16] with application to three different control applications and iris classification problem respectively and has been shown to provide good performance. In [20], the DEKF is used to train multilayer perceptron (MLP) networks for forecasting zonal locational marginal price (LMP) of electric energy of the Pennsylvania-New Jersey-Maryland (PJM) electricity market. Khanesar et al [21] used the decoupled EKF to train IT2FLS and applied the system to identification and control problems. To the best knowledge of the authors, this is the first study where a decoupled EKF is used to update the parameters of interval type-2 intuitionistic fuzzy logic system (IT2IFLS).

The organisation of the paper is as follows: in section II, we define intuitionistic fuzzy sets (IFS), type-2 intuitionistic fuzzy sets (T2IFS) and interval type-2 intuitionistic fuzzy sets (IT2IFS). Section III covers the designed system - interval type-2 intuitionistic fuzzy logic system (IT2IFLS) and the parameter update procedure is in Section IV. Section V, discusses experimental analysis and simulation results and conclusion is drawn in section VI.

II. DEFINITIONS

A. Intuitionistic Fuzzy Set (IFS)

Definition 1. [11] An IFS \( A^* \) in \( X \) can be expressed as: \( A^* = \{ (x, \mu_{A^*}(x), \nu_{A^*}(x)) \in x \in X \} \), where \( \mu_{A^*}(x) : X \rightarrow [0, 1] \) and \( \nu_{A^*}(x) : X \rightarrow [0, 1] \) are the degrees of membership and non-membership of element \( x \in X \) respectively such that \( 0 \leq \mu_{A^*}(x) + \nu_{A^*}(x) \leq 1 \).

Obviously, when \( \nu_{A^*}(x) = 1 - \mu_{A^*}(x) \) for every \( x \in X \), then the set \( A \) is a fuzzy set.

The hesitation (also called intuitionistic fuzzy index) associated with IFS is expressed as: \( \pi_{A^*}(x) = 1 - (\mu_{A^*}(x) + \nu_{A^*}(x)) \).

B. Type-2 IFS (T2IFS)

Definition 2. A type-2 IFS (T2IFS) [2], \( \tilde{A}^* \) is comprised of a type-2 membership function \( \mu_{\tilde{A}^*}(x,u) \), and a type-2 non-membership function \( \nu_{\tilde{A}^*}(x,u) \) and expressed as:

\[ \tilde{A}^* = \{ (x,u) : \mu_{\tilde{A}^*}(x,u), \nu_{\tilde{A}^*}(x,u) \} \quad \forall x \in X, \]

\[ \forall u \in J_u^\mu, \forall u \in J_u^\nu \}

where \( 0 \leq \mu_{\tilde{A}^*}(x,u) \leq 1 \) and \( 0 \leq \nu_{\tilde{A}^*}(x,u) \leq 1 \), such that \( \forall u \in J_u^\mu \) and \( \forall u \in J_u^\nu \),

\[ J_u^\mu = \{ (x,u) : u \in [\tilde{\mu}_{\tilde{A}^*}(x), \bar{\mu}_{\tilde{A}^*}(x)] \} \]

and

\[ J_u^\nu = \{ (x,u) : u \in [\tilde{\nu}_{\tilde{A}^*}(x), \bar{\nu}_{\tilde{A}^*}(x)] \} \]

When the membership and non-membership functions are all precise, a T2IFS collapses to IFS.

Alternatively,

\[ \int_{x \in X} \left[ \int_{u \in J_u^\mu} \int_{u \in J_u^\nu} \{ \mu_{\tilde{A}^*}(x,u), \nu_{\tilde{A}^*}(x,u) \} \right] / (x,u) \]

When \( \mu_{\tilde{A}^*}(x,u) = 1 \) and \( \nu_{\tilde{A}^*}(x,u) = 1 \), an interval type-2 intuitionistic fuzzy set (IT2IFS) is obtained, where \( \mu_{\tilde{A}^*}(x,u) \) is secondary membership and \( \nu_{\tilde{A}^*}(x,u) \) is secondary non-membership functions respectively.

C. Interval Type-2 IFS (IT2IFS)

Definition 3. [22] An IT2IFS, \( \tilde{A}^* \), can be represented by lower and upper membership functions \( \mu_{\tilde{A}^*}(x), \nu_{\tilde{A}^*}(x) \) and lower and upper non-membership functions \( \bar{\mu}_{\tilde{A}^*}(x), \bar{\nu}_{\tilde{A}^*}(x) \) for all \( x \in X \) such that: \( 0 \leq \bar{\mu}_{\tilde{A}^*}(x) + \bar{\nu}_{\tilde{A}^*}(x) \leq 1 \) and \( 0 \leq \mu_{\tilde{A}^*}(x) + \nu_{\tilde{A}^*}(x) \leq 1 \).

The intuitionistic fuzzy indices used in this study are expressed as [2]:

\[ \pi_c(x) = \max \left( 0, (1 - (\mu_{\tilde{A}^*}(x) + \nu_{\tilde{A}^*}(x))) \right) \]

\[ \pi_{\text{var}}(x) = \max \left( 0, (1 - (\mu_{\tilde{A}^*}(x) + \nu_{\tilde{A}^*}(x))) \right) \]

\[ \pi_{\text{var}}(x) = \max \left( 0, (1 - (\mu_{\tilde{A}^*}(x) + \nu_{\tilde{A}^*}(x))) \right) \]

where: \( 0 \leq \pi_c(x) \leq 1 \) and \( 0 \leq \pi_{\text{var}}(x) \leq 1 \). An IT2IFS \( \tilde{A}^* \) can be expressed as:

\[ \tilde{A}^* = \int_{x \in X} \int_{u \in J_u^\mu} \int_{u \in J_u^\nu} 1/(x,u) \]

\[ = \int_{x \in X} \left[ \int_{u \in J_u^\mu} \int_{u \in J_u^\nu} 1/(u) \right] / x \] (1)

where \( x \) is the primary variable, and \( u \) is the secondary variable. The membership and non-membership bounding functions, together with the hesitation indices incorporated into the FOUs of IT2IFS, completely describe the uncertainty about an IT2IFS and defined as in Eqns (2) and (3) [2]

\[ FOU_{\mu} (\tilde{A}^*) = \bigcup_{x \in X} [\mu_{\tilde{A}^*}(x), \bar{\mu}_{\tilde{A}^*}(x)] \] (2)

\[ FOU_{\nu} (\tilde{A}^*) = \bigcup_{x \in X} [\nu_{\tilde{A}^*}(x), \bar{\nu}_{\tilde{A}^*}(x)] \] (3)

In contrast to a classical interval type-2 fuzzy set (IT2FS) with a single FOU, an IT2IFS is composed of two FOUs namely: membership function FOU - \( FOU_{\mu} (\tilde{A}^*) \) and non-membership function FOU - \( FOU_{\nu} (\tilde{A}^*) \).

III. INTERVAL TYPE-2 INTUITIONISTIC FUZZY LOGIC SYSTEM

The architecture of an IT2IFLS is the same as a type-2 fuzzy logic system (T2FLS) and consists of a fuzzifier, a rule base, an inference engine and an output processing block.
A. Fuzzification

During fuzzification, the input vector \( x \in X \) is mapped into an IT2IFS \( \tilde{A}^* \) to obtain the membership and non-membership function values for each of the inputs. The antecedent parts of IT2IFS are the intuitionistic Gaussian membership and non-membership functions with uncertain standard deviation which are defined as in Eqns (4) to (7) [2].

\[
\overline{\mu}_{ik}(x_i) = \exp\left(\frac{(x_i - c_{ik})^2}{2\sigma_{2,ik}^2}\right) \ast (1 - \pi_{c,ik}(x_i)) \tag{4}
\]

\[
\mu_{ik}(x_i) = \exp\left(\frac{(x_i - c_{ik})^2}{2\sigma_{1,ik}^2}\right) \ast (1 - \pi_{c,ik}(x_i)) \tag{5}
\]

\[
\overline{\nu}_{ik}(x_i) = (1 - \pi_{var,ik}(x_i)) - \left[ \exp\left(\frac{(x_i - c_{ik})^2}{2\sigma_{2,ik}^2}\right) \right. \left. \ast (1 - \pi_{c,ik}(x_i)) \right] \tag{6}
\]

\[
\nu_{ik}(x_i) = (1 - \pi_{var,ik}(x_i)) - \left[ \exp\left(\frac{(x_i - c_{ik})^2}{2\sigma_{2,ik}^2}\right) \right. \left. \ast (1 - \pi_{c,ik}(x_i)) \right] \tag{7}
\]

where \( \pi_{c,ik} \) and \( \pi_{var,ik} \) are the IF-index of center and the IF-index of variance [23] respectively.

B. Rules

The IT2IFLS IF-THEN rule follows the same general syntax of fuzzy logic rule representation as in Eqn (8):

\[
R_k : IF \ x_1 \ is \ \tilde{A}_{1k}^* \ and \ x_2 \ is \ \tilde{A}_{2k}^* \ and \ \cdots \ and \ x_n \ is \ \tilde{A}_{nk}^* \ THEN \ y_k = \sum_{i=1}^{n} w_{ik} x_i + b_k \tag{8}
\]

where \( \tilde{A}_{1k}^* , \tilde{A}_{2k}^* , \cdots , \tilde{A}_{nk}^* \) are IT2IFS and \( y_k \) is the output of the \( k \)th rule, \( w_{ik} \)'s are the consequent coefficient with offset \( b_k \) \( (k = 1 \cdots M) \).

C. Inference

The two widely used fuzzy inferencing systems are the Mamdani and TSK-fuzzy inference. Although TSK-inferencing suffers from some form of loss of interpretability [24], they can be more accurate than Mamdani [25] and has been used for control and regression problems with highly accurate approximations [26], [27]. Based on this premise, we adopt the modeling of IT2IFLS with TSK-fuzzy inference mechanism where the main aim is to approximate the real system as closely as possible. This paper utilises IT2IFS in the antecedent parts and crisp values in the consequent. The output of IT2IFLS is a linear combination of two Nie-Tan [28] fuzzy models (one for membership and the other for non-membership) with an additional parameter \( \beta \) [26] as a user defined design parameter. The final output is as defined in Eqn (9) [2].

\[
y = \frac{(1 - \beta) \sum_{k=1}^{M} \left( f_k^\mu + f_k^\nu \right) y_k^\mu}{\sum_{k=1}^{M} f_k^\mu + \sum_{k=1}^{M} f_k^\nu} + \frac{\beta \sum_{k=1}^{M} \left( f_k^\nu + f_k^\mu \right) y_k^\nu}{\sum_{k=1}^{M} f_k^\mu + \sum_{k=1}^{M} f_k^\nu} \tag{9}
\]

where \( f_k^\mu, f_k^\nu, f_k^\nu, f_k^\mu \) are the lower, upper membership and the lower, upper non-membership firing strength respectively, \( y_k^\mu \) and \( y_k^\nu \) are the corresponding outputs of the \( k \)th rule. The design parameter \( \beta \) is defined such that, \( 0 \leq \beta \leq 1 \) and specifies the weight of membership and non-membership functions in the final output. The “prod” \( t \)-norm is used as the implication operator and are defined for membership function, Eqns (10) and (11) and non-membership function, Eqns (12) and (13) as follows:

\[
f_k^\mu(x) = \mu_{\tilde{A}_{1k}^*}(x_1) \cdot \mu_{\tilde{A}_{2k}^*}(x_2) \cdots \cdot \mu_{\tilde{A}_{nk}^*}(x_n) \tag{10}
\]

\[
f_k^\nu(x) = \nu_{\tilde{A}_{1k}^*}(x_1) \cdot \nu_{\tilde{A}_{2k}^*}(x_2) \cdots \cdot \nu_{\tilde{A}_{nk}^*}(x_n) \tag{11}
\]

\[
f_k^\mu(x) = \nu_{\tilde{A}_{1k}^*}(x_1) \cdot \nu_{\tilde{A}_{2k}^*}(x_2) \cdots \cdot \nu_{\tilde{A}_{nk}^*}(x_n) \tag{12}
\]

\[
f_k^\nu(x) = \nu_{\tilde{A}_{1k}^*}(x_1) \cdot \nu_{\tilde{A}_{2k}^*}(x_2) \cdots \cdot \nu_{\tilde{A}_{nk}^*}(x_n) \tag{13}
\]

where \( \cdot \) is the “prod” operator.

IV. PARAMETER UPDATES

A. Extended Kalman filter Parameter Update Rule

The basic idea behind the IT2IFLS prediction method is to approximate the relationship between inputs and outputs of a system as closely as possible. Assuming that the IT2IFLS model is trained by adjusting the parameters using sets of input-output pairs, then the output of a fuzzy logic system may be represented as \( y = f(X, \theta) \). The parameter \( X \) denotes the inputs into the system with \( \theta \) representing the unknown parameters of the model. For IT2IFLS, these will include both the membership and non-membership functions parameters. The generic non-linear dynamic state equation can be expressed as:

\[
\theta_{t+1} = f(\theta_t) + w_t \tag{14}
\]

\[
y_t = h(\theta_t) + v_t \tag{15}
\]

where \( \theta \) is the system’s state, \( w \) is the process noise with zero mean and variance \( Q \) while \( v \) is the measurement noise with zero mean and variance \( R \). For Kalman filter, the process
and measurement noise are assumed to be Gaussian and uncorrelated and:
\[ E(\theta_0) = \bar{\theta}_0, \quad E[(\theta_0 - \bar{\theta}_0)(\theta_0 - \bar{\theta}_0)^T] = P_0 \]
\[ E(w_t) = 0, \quad E(w_t w_t^T) = Q_{\delta t} \]
\[ E(v_t) = 0, \quad E(v_t v_t^T) = R_{\delta t} \]
where \( E(.) \) is the expectation operator and \( \delta_{ij} \) is the Kronecker delta. The state can be estimated using Taylor expansion as:
\[ f(\theta_t) = f(\theta_t) + F_t(\theta_t - \hat{\theta}_t) + H.O.T \]
\[ h(\theta_t) = h(\hat{\theta}_t) + H_t(\theta_t - \hat{\theta}_t) + H.O.T \]
(16)
where:
\[ F_t = \left. \frac{\partial f(\theta)}{\partial \theta} \right|_{\theta=\hat{\theta}_t} \quad \text{and} \quad H_t^T = \left. \frac{\partial h(\theta)}{\partial \theta} \right|_{\theta=\hat{\theta}_t} \]
and H.O.T is the higher order term. The system in Eqn (16) can be approximated as in Eqn (17) when the higher order terms are neglected.
\[ \theta_{t+1} = F_t \theta_t + w_t + \phi_t \]
\[ y_{t+1} = H_t^T \theta_t + v_t + \varphi_t \]
(17)
where:
\[ \phi_t = f(\hat{x}_t) - F_t \hat{x}_t \]
\[ \varphi_t = h(\hat{x}_t) - H_t \hat{x}_t \]
Using EKF is computationally expensive in the order of \( AB^2 \) where \( A \) is the output dimension of the dynamical system and \( B \) is the total number of parameters. Thus, for an IT2IFLS with \( p \) inputs and \( M \) number of rules and an output, the total number of parameters to be tuned is \( 6p + 2M(p + 1) \). The computational expense of EKF for IT2IFLS is therefore \( 36p^2 + 4M^2(p^2 + 2p + 1) + 24pM(p + 1) \).

1) Decoupled Extended Kalman Filter - DEKF: Two stages are involved in the parameter update namely: the time update and the measurement update. During the time update, the current state is projected forward in time in order to obtain a prior estimate that is used for the next step. During the measurement update, a new measurement is propagated in order to obtain the posteriori estimate. In using the DEKF to learn parameters of IT2IFLS, the antecedent and the consequent parameters are grouped into two vectors - one for the antecedent and the other for the consequent parameters. The generic parameter update rule in the \( i \)th group is as in Eqns (18) to (20):
\[ \theta_i^t = \theta_i^{t-1} + K_i^t[z_t - h(\theta_{t-1})] \quad (18) \]
\[ K_i^t = P_i^t[H_i^T((H_i^T)P_i^tH_i^T + R^i)^{-1}] \quad (19) \]
\[ P_{i+1}^{t+1} = P_{i+1}^t - K_i^tP_i^t[H_i^T + Q^i] \quad (20) \]
where \( K \) is the Kalman gain, \( P \) is the covariance matrix of the state estimation error, \( R \) is the measurement noise covariance and \( Q \) is the covariance of process noise. For the IT2IFLS, the unknown parameters in the antecedent are gathered into the first vector and represented as:
\[ \theta^1 = [c_{11}, c_{21}, \ldots, c_{nN}, \sigma_{11}, \sigma_{21}, \ldots, \sigma_{nN}]^T \quad (21) \]
where \( n \) is the number of inputs and \( N \) is the number of interval type-2 intuitionistic fuzzy partitions. The parameters of the consequent are grouped into the second vector and represented as:
\[ \theta^2 = [w_{11}, w_{21}, \ldots, w_{Mn}, b_1, b_2, \ldots, b_M]^T \quad (22) \]
where \( M \) is the number of rules, with the membership and non-membership functions having separate Kalman parameters. The derivative matrix, \( H \), is defined as:
\[ H^1 = \frac{\partial y}{\partial \theta^1} \quad \text{and} \quad H^2 = \frac{\partial y}{\partial \theta^2} \quad (23) \]
(24)
for antecedent and consequent parameters respectively.

The update rule for the parameters in \( \theta^1 \) and \( \theta^2 \) then follow the same recursive procedures as in Eqns (18) to (20). By using the DEKF algorithm, the computational burden of EKF is reduced in the order \( 36p^2 + 4M^2(p^2 + 2p + 1) \). The computational cost of DEKF to standard EKF is in the ratio:
\[ \frac{36p^2 + 4M^2(p^2 + 2p + 1)}{36p^2 + 4M^2(p^2 + 2p + 1) + 24pM(p + 1)} \]
This is a significant improvement compared to the standard EKF for training IT2IFLS.

B. Gradient Descent Learning of IT2IFLS

In order to compare our developed model, we constructed another learning procedure based on gradient descent (GD) algorithm where the GD method is used to adapt the parameters of the IT2IFLS. The cost function is defined as:
\[ E = \frac{1}{2}(y^a - y)^2 \quad (25) \]
where \( y^a \) is the measured output and \( y \) is the predicted output. The GD optimisation of the IT2IFLS parameters are as follows:
\[ w_i(t + 1) = w_i(t) - \gamma \frac{\partial E}{\partial w_i} \]
\[ b_k(t + 1) = b_k(t) - \gamma \frac{\partial E}{\partial b_k} \]
\[ c_{ik}(t + 1) = c_{ik}(t) - \gamma \frac{\partial E}{\partial c_{ik}} \]
\[ \sigma_{1,ik}(t + 1) = \sigma_{1,ik}(t) - \gamma \frac{\partial E}{\partial \sigma_{1,ik}} \]
\[ \sigma_{2,ik}(t + 1) = \sigma_{2,ik}(t) - \gamma \frac{\partial E}{\partial \sigma_{2,ik}} \]
where \( \gamma \) is the learning rate (step size), \( w, b \) are consequent parameters defined for both membership and non-membership functions and \( c, \sigma_1, \sigma_2 \) are antecedent parameters.
V. EXPERIMENTS AND RESULTS

In this section, the evaluation of the proposed learning algorithm of IT2IFLS is conducted using a real world dataset namely Australia’s New South Wales (NSW) electricity price data in the year 2008. The performance of the model is analysed using the root mean square error (RMSE) and the mean absolute error (MAE) which are computed as in Eqns (26) and (27) respectively:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y^a - y)^2} \quad (26)
\]

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y^a - y| \quad (27)
\]

where \( N \) is the number of test samples, \( y^a \) and \( y \) are as defined in Eqn (25). The data for the analysis have been normalised to a small range of \([0,1]\).

A. Dataset Description

The proposed EKF-based learning IT2IFLS model is evaluated using a real world datasets from the Australia’s National Electricity Market (NEM) namely New South Wales (NSW) electricity market. Similar to [29], the NSW electricity market for the year 2008 is used for the analysis. The dataset was downloaded from [30] and consists of 17568 instances with attributes of regional reference price (RRP) as the input. The price data are treated as time series data and are partitioned into four separate datasets according to [29] as representatives of the four seasons in Australia. The input data for analysis is generated from four previous values \(x(t-1), x(t-3), x(t-2), x(t-1)\) with \(x(t+1)\) as the output. There are a total of 336 data samples for each season which reduces to 331 after input generation. The first 231 data points are used for training while the remaining 100 data samples are used for testing in each season. There are 16 rules generated with a total of \(6(4) + 2 \times 16(4+1) = 184\) parameters.

B. Comparison of Results

The performance of the new learning algorithm of IT2IFLS using DEKF is evaluated on two fronts namely: (1) performance comparison with another learning algorithm such as gradient descent and (2) performance comparison with other fuzzy models trained with DEKF such as intuitionistic fuzzy logic system (IFLS) and interval type-2 fuzzy logic system - TSK (IT2FLS-TSK). The performance of each of the training algorithms was computed over 10 simulations. Figures 2 and 3 show a single season scenario between the actual and the predicted outputs of IT2IFLS-DEKF and IT2IFLS-GD with the corresponding prediction errors.

As shown in Tables I and II, IT2IFLS-DEKF exhibits superior performance over IT2IFLS-GD. We conjecture that this could be as a result of the EKF-based algorithm’s ability to overcome local minima problems and to account for interdependence between outputs at each iterations. In Table I, the DEKF-based IFLS, IT2FLS and IT2IFLS for autumn season are very close in their modeling error. The IFLS performs slightly better than the type-2 models for the autumn season. This shows that a type-1 FLS can model uncertainty and non-linearity to some degree [21], [31]. In the overall, Tables I and II show that IT2IFLS performs better than both IFLS and IT2FLS trained with the same DEKF algorithm with reduced RMSE and MAE. Hence, using IT2IFLS can be a preferred option for handling uncertainty in many real world applications.

VI. CONCLUSION

In this study, a new learning algorithm for IT2IFLS using decoupled EKF is proposed and evaluated. The IT2IFLS possesses extra degrees of freedom which enables it to handle more uncertainties with the capacity to model non-linear input-output relationships well. From the results presented, there is a clear performance improvement of IT2IFLS trained with the decoupled EKF over the one trained with gradient descent in terms of the generalisation ability and prediction error. In general, IT2IFLS performs better than IFLS and IT2FLS with similar training apparatus on the Australia’s NSW electricity market price prediction. We intend to extend this work to learning IT2IFLS with non-derivative based methods such as particle swarm optimisation (PSO) and simulated annealing (SA) and compare their performances. We also intend to explore other membership functions such as triangular and trapezoidal membership functions in the design of the proposed model.
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TABLE I: Performance of different models and algorithms during Summer and Autumn seasons

<table>
<thead>
<tr>
<th>Period</th>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IFLS-DEKF</td>
<td>IT2FLS-DEKF</td>
<td>IT2IFLS-DEKF</td>
</tr>
<tr>
<td>Summer</td>
<td>Trn</td>
<td>0.0229</td>
<td>0.0243</td>
</tr>
<tr>
<td></td>
<td>Tst</td>
<td>0.1112</td>
<td>0.2284</td>
</tr>
<tr>
<td>Autumn</td>
<td>Trn</td>
<td>0.0315</td>
<td>0.0683</td>
</tr>
<tr>
<td></td>
<td>Tst</td>
<td>0.0182</td>
<td>0.0791</td>
</tr>
</tbody>
</table>

TABLE II: Performance of different models and algorithms during Winter and Spring seasons

<table>
<thead>
<tr>
<th>Period</th>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IFLS-DEKF</td>
<td>IT2FLS-DEKF</td>
<td>IT2IFLS-DEKF</td>
</tr>
<tr>
<td>Winter</td>
<td>Trn</td>
<td>0.0836</td>
<td>0.0846</td>
</tr>
<tr>
<td></td>
<td>Tst</td>
<td>0.0439</td>
<td>0.0429</td>
</tr>
<tr>
<td>Spring</td>
<td>Trn</td>
<td>0.0182</td>
<td>0.0184</td>
</tr>
<tr>
<td></td>
<td>Tst</td>
<td>0.0182</td>
<td>0.0184</td>
</tr>
</tbody>
</table>